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# 1. (3 pts) Textbook #2.4.2

Explain whether each scenario is a classification or regression problem, and indicate whether we are most interested in inference or prediction. Finally, provide n and p.

1. We collect a set of data on the top 500 firms in the US. For each firm we record profit, number of employees, industry and the CEO salary. We are interested in understanding which factors affect CEO salary.

This is a regression problem as indicated by the quantitative response (CEO Salary) where we are interested in inference. Our goal here is not to predict the CEO salary but to understnd the relationships between record profit, number of employees, and industry and the CEO salary. The n is 500 and the p is 4.

1. We are considering launching a new product and wish to know whether it will be a success or a failure. We collect data on 20 similar products that were previously launched. For each product we have recorded whether it was a success or failure, price charged for the product, marketing budget, competition price, and ten other variables.

This is a classification problem as indicated by the qualitative response (success or failure) where we are focused on prediction. Our goal here is to use what we have recorded on the product to predict whether the new product will be a success or failure. The n is 20 and the p is 14.

1. We are interest in predicting the % change in the USD/Euroexchange rate in relation to the weekly changes in the world stock markets. Hence we collect weekly data for all of 2012. For each week we record the % change in the USD/Euro, the % change in the US market, the % change in the British market, and the % change in the German market.

This is a regression problem as indicated by the quantitative response (% change in USD/Euroexchange) where we are interested in prediction. We do not care as much about the relationships between the different types or market % change and the % change in the USD Euroexchange as we do about using those market % change numbers to predict what the next % change in the USD/Euroexchange will be. The n is 52 and the p is 4.

# 2. (3 pts) Textbook #2.4.4

You will now think of some real-life applications for statistical learning.

1. Describe three real-life applications in which classification might be useful. Describe the response, as well as the predictors. Is the goal of each application inference or prediction? Explain your answer.
2. Classification can be used in machine learning for image recognition. For example, if someone is designing an app that can tell you what flower you are looking at through the lens of your smartphone camera, they will need to first train the underlying model on millions of images of flowers, otherwise called labels or targets. The predictors are the pixels that each flower image is broken down into and the response is the flower genus. The goal of course is prediction because the app should be able to apply a label to a flower that you come across in the wild.
3. Classification can be used to identify the factors that result in certain individuals receiving less education than others. While there is a grey area in that one can treat education as quantitative (consecutive numbers for grades) or qualitative (primary school, secondary school, postsecondary school, etc.), often the latter is more interesting. One could build a multinomial probit model to evaluate the relationship between variables like the education level of one’s parents, household income, number of siblings, number of schools within a certain distance, etc. as the predictors and the level of education that someone has as the response. The focus here of course is on inference.
4. Classification can be used to assess the factors that influence whether someone may or may not be accepted into a college or certain colleges. The predictors could include SAT scores, ethnicity, an index of extracurriculurs, household income, legacy status, education level of one’s parents, etc. and the response would consist of a binary variable coded on admission or rejection. While one could feasibly be interested in prediction, the most interesting reason to conduct this type of analysis is infernece.
5. Describe three real-life applications in which regression might be useful. Describe the response, as well as the predictors. Is the goal of each application inference or prediction? Explain your answer.
6. A local government is deciding whether to provide free nutrition packets to households to alleviate child malnutrtion rates. They carry out a randomized control trial where a treatment group recieves the packets and a control group does not. The nutrition status of both groups is measured before distribution of the nutrition packets. The nutrition status of both groups is later measured at the conclusion of the period of the trial. A regression can be used to evaluate the causal impact of the nutrtion packets on alleviating malnutrtion rates. Here we’d be interested in inference because the focus is on whether this treatment (predictor) has a positive relationship with nutrition rates (response).
7. A company wants to assess how changes in different macroeconomic conditions in a country affect the market size for their product in that country. They put together a large panel data set of macroeconomic indicators (predictors) for countries and the market size for their product (response) in those respective countries over time. The goal is to be able to predict the change in their market size when macroeconomic indicators shift so that they can change how much they pay for floor allocation at local retail outlets, how much production they demand from factories on the ground, and how much inputs they source into those local areas. The goal of any longitudinal regression model they employ will be prediction in this case.
8. A city wants to start a bike share program. It initiates a one year pilot program. The goal is to assess whether the bikeshare program resulted in less cars being on the road and reduced traffic. The predictor would be the treatment (i.e. the bikeshare program) and the response would be traffic density. Like the example above, there would be a control group area where the bikeshare program does not reach to. The goal here is inference.
9. Describe three real-life applications in which cluster analysis might be useful.
10. Market segmentation for a business deciding how to allocate marketing budget to different consumer groups
11. Human genetic clustering or DNA sequencing
12. Social network analysis

# 3. (3 pts) Extra #4

1. Modify the function myclosest() so that it uses exactly k neighbors instead of 100 to classify a test digit. The new function should have two arguments, namely mydigit and k.
2. Demonstrate the modified function by trying to classify a test digit of your choice. Find a value of k such that the classification is correct and another value of k < 1000 such that the classification of the same test digit is incorrect.

data <- load("mnist\_all.Rdata")  
  
# predict a digit from the MNIST training set from the most frequent digit  
# among the 100 closest neighbors in the training set  
myclosest = function(mydigit, k){  
digit.dist = function(j){  
return(sqrt(mean((test$x[mydigit,] - train$x[j,])^2) ) )  
}  
mnist.distances = sapply(1:60000,FUN = digit.dist)  
myclosest = head(order(mnist.distances),k)  
mytable <- table(train$y[myclosest])  
myindex = which.max(mytable)  
return(as.numeric(names(mytable[myindex])))  
}  
# Try it. Prediction and actual value of digit 234 in the test set  
  
# Correct Classification  
c(test$y[160], myclosest(160, 100))

## [1] 4 4

# Incorrect Classification  
c(test$y[160], myclosest(160, 500))

## [1] 4 1

# Come back to

# 4. (5 pts) Textbook #2.4.8

1. Look at the data using the fix() function. You should notice that the first column is just the name of each university. We don’t really want R to treat this as data. However, it may be handy to have these names for later. Try the following commands:

data("College")  
head(College)

## Private Apps Accept Enroll Top10perc  
## Abilene Christian University Yes 1660 1232 721 23  
## Adelphi University Yes 2186 1924 512 16  
## Adrian College Yes 1428 1097 336 22  
## Agnes Scott College Yes 417 349 137 60  
## Alaska Pacific University Yes 193 146 55 16  
## Albertson College Yes 587 479 158 38  
## Top25perc F.Undergrad P.Undergrad Outstate  
## Abilene Christian University 52 2885 537 7440  
## Adelphi University 29 2683 1227 12280  
## Adrian College 50 1036 99 11250  
## Agnes Scott College 89 510 63 12960  
## Alaska Pacific University 44 249 869 7560  
## Albertson College 62 678 41 13500  
## Room.Board Books Personal PhD Terminal  
## Abilene Christian University 3300 450 2200 70 78  
## Adelphi University 6450 750 1500 29 30  
## Adrian College 3750 400 1165 53 66  
## Agnes Scott College 5450 450 875 92 97  
## Alaska Pacific University 4120 800 1500 76 72  
## Albertson College 3335 500 675 67 73  
## S.F.Ratio perc.alumni Expend Grad.Rate  
## Abilene Christian University 18.1 12 7041 60  
## Adelphi University 12.2 16 10527 56  
## Adrian College 12.9 30 8735 54  
## Agnes Scott College 7.7 37 19016 59  
## Alaska Pacific University 11.9 2 10922 15  
## Albertson College 9.4 11 9727 55

write.csv(College, "College.csv")  
college <- read.csv('College.csv', header = TRUE)  
  
rownames(college) = college[,1]  
fix(college)  
  
college = college[,-1]  
fix(college)

* 1. Use the summary() function to produce a numerical summary of the variables in the data set.

summary(college)

## Private Apps Accept Enroll Top10perc   
## No :212 Min. : 81 Min. : 72 Min. : 35 Min. : 1.0   
## Yes:565 1st Qu.: 776 1st Qu.: 604 1st Qu.: 242 1st Qu.:15.0   
## Median : 1558 Median : 1110 Median : 434 Median :23.0   
## Mean : 3002 Mean : 2019 Mean : 780 Mean :27.6   
## 3rd Qu.: 3624 3rd Qu.: 2424 3rd Qu.: 902 3rd Qu.:35.0   
## Max. :48094 Max. :26330 Max. :6392 Max. :96.0   
## Top25perc F.Undergrad P.Undergrad Outstate   
## Min. : 9.0 Min. : 139 Min. : 1 Min. : 2340   
## 1st Qu.: 41.0 1st Qu.: 992 1st Qu.: 95 1st Qu.: 7320   
## Median : 54.0 Median : 1707 Median : 353 Median : 9990   
## Mean : 55.8 Mean : 3700 Mean : 855 Mean :10441   
## 3rd Qu.: 69.0 3rd Qu.: 4005 3rd Qu.: 967 3rd Qu.:12925   
## Max. :100.0 Max. :31643 Max. :21836 Max. :21700   
## Room.Board Books Personal PhD   
## Min. :1780 Min. : 96 Min. : 250 Min. : 8.0   
## 1st Qu.:3597 1st Qu.: 470 1st Qu.: 850 1st Qu.: 62.0   
## Median :4200 Median : 500 Median :1200 Median : 75.0   
## Mean :4358 Mean : 549 Mean :1341 Mean : 72.7   
## 3rd Qu.:5050 3rd Qu.: 600 3rd Qu.:1700 3rd Qu.: 85.0   
## Max. :8124 Max. :2340 Max. :6800 Max. :103.0   
## Terminal S.F.Ratio perc.alumni Expend   
## Min. : 24.0 Min. : 2.5 Min. : 0.0 Min. : 3186   
## 1st Qu.: 71.0 1st Qu.:11.5 1st Qu.:13.0 1st Qu.: 6751   
## Median : 82.0 Median :13.6 Median :21.0 Median : 8377   
## Mean : 79.7 Mean :14.1 Mean :22.7 Mean : 9660   
## 3rd Qu.: 92.0 3rd Qu.:16.5 3rd Qu.:31.0 3rd Qu.:10830   
## Max. :100.0 Max. :39.8 Max. :64.0 Max. :56233   
## Grad.Rate   
## Min. : 10.0   
## 1st Qu.: 53.0   
## Median : 65.0   
## Mean : 65.5   
## 3rd Qu.: 78.0   
## Max. :118.0

1. Use the pairs() function to produce a scatterplot matrix of the first ten columns or variables of the data. Recall that you can reference the first ten columns of a matrix A using A[,1:10].

pairs(college[,1:10])

![](data:image/png;base64,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)

1. Use the plot() function to produce side-by-side boxplots of Outstate versus Private.
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1. Create a new qualitative variable, called Elite, by binning the Top10perc variable. We are going to divide universities into two groups based on whether or not the proportion of students coming from the top 10 % of their high school classes exceeds 50 %.

Use the summary() function to see how many elite universities there are. Now use the plot() function to produce side-by-side boxplots of Outstate versus Elite.

college$Elite <- ifelse((college$Top10perc > 50), 1, 0)  
summary(factor(college$Elite))

## 0 1   
## 699 78
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1. Use the hist() function to produce some histograms with differing numbers of bins for a few of the quantitative variables. You may find the command par(mfrow=c(2,2)) useful: it will divide the print window into four regions so that four plots can be made simultaneously. Modifying the arguments to this function will divide the screen in other ways.

![](data:image/png;base64,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)

1. Continue exploring the data, and provide a brief summary of what you discover

cor(college[-c(1, 19)])

## Apps Accept Enroll Top10perc Top25perc F.Undergrad  
## Apps 1.0000 0.9435 0.8468 0.3388 0.3516 0.8145  
## Accept 0.9435 1.0000 0.9116 0.1924 0.2475 0.8742  
## Enroll 0.8468 0.9116 1.0000 0.1813 0.2267 0.9646  
## Top10perc 0.3388 0.1924 0.1813 1.0000 0.8920 0.1413  
## Top25perc 0.3516 0.2475 0.2267 0.8920 1.0000 0.1994  
## F.Undergrad 0.8145 0.8742 0.9646 0.1413 0.1994 1.0000  
## P.Undergrad 0.3983 0.4413 0.5131 -0.1054 -0.0536 0.5705  
## Outstate 0.0502 -0.0258 -0.1555 0.5623 0.4894 -0.2157  
## Room.Board 0.1649 0.0909 -0.0402 0.3715 0.3315 -0.0689  
## Books 0.1326 0.1135 0.1127 0.1189 0.1155 0.1155  
## Personal 0.1787 0.2010 0.2809 -0.0933 -0.0808 0.3172  
## PhD 0.3907 0.3558 0.3315 0.5318 0.5459 0.3183  
## Terminal 0.3695 0.3376 0.3083 0.4911 0.5247 0.3000  
## S.F.Ratio 0.0956 0.1762 0.2373 -0.3849 -0.2946 0.2797  
## perc.alumni -0.0902 -0.1600 -0.1808 0.4555 0.4179 -0.2295  
## Expend 0.2596 0.1247 0.0642 0.6609 0.5274 0.0187  
## Grad.Rate 0.1468 0.0673 -0.0223 0.4950 0.4773 -0.0788  
## P.Undergrad Outstate Room.Board Books Personal PhD  
## Apps 0.3983 0.0502 0.1649 0.13256 0.1787 0.3907  
## Accept 0.4413 -0.0258 0.0909 0.11353 0.2010 0.3558  
## Enroll 0.5131 -0.1555 -0.0402 0.11271 0.2809 0.3315  
## Top10perc -0.1054 0.5623 0.3715 0.11886 -0.0933 0.5318  
## Top25perc -0.0536 0.4894 0.3315 0.11553 -0.0808 0.5459  
## F.Undergrad 0.5705 -0.2157 -0.0689 0.11555 0.3172 0.3183  
## P.Undergrad 1.0000 -0.2535 -0.0613 0.08120 0.3199 0.1491  
## Outstate -0.2535 1.0000 0.6543 0.03885 -0.2991 0.3830  
## Room.Board -0.0613 0.6543 1.0000 0.12796 -0.1994 0.3292  
## Books 0.0812 0.0389 0.1280 1.00000 0.1793 0.0269  
## Personal 0.3199 -0.2991 -0.1994 0.17929 1.0000 -0.0109  
## PhD 0.1491 0.3830 0.3292 0.02691 -0.0109 1.0000  
## Terminal 0.1419 0.4080 0.3745 0.09995 -0.0306 0.8496  
## S.F.Ratio 0.2325 -0.5548 -0.3626 -0.03193 0.1363 -0.1305  
## perc.alumni -0.2808 0.5663 0.2724 -0.04021 -0.2860 0.2490  
## Expend -0.0836 0.6728 0.5017 0.11241 -0.0979 0.4328  
## Grad.Rate -0.2570 0.5713 0.4249 0.00106 -0.2693 0.3050  
## Terminal S.F.Ratio perc.alumni Expend Grad.Rate  
## Apps 0.3695 0.0956 -0.0902 0.2596 0.14675  
## Accept 0.3376 0.1762 -0.1600 0.1247 0.06731  
## Enroll 0.3083 0.2373 -0.1808 0.0642 -0.02234  
## Top10perc 0.4911 -0.3849 0.4555 0.6609 0.49499  
## Top25perc 0.5247 -0.2946 0.4179 0.5274 0.47728  
## F.Undergrad 0.3000 0.2797 -0.2295 0.0187 -0.07877  
## P.Undergrad 0.1419 0.2325 -0.2808 -0.0836 -0.25700  
## Outstate 0.4080 -0.5548 0.5663 0.6728 0.57129  
## Room.Board 0.3745 -0.3626 0.2724 0.5017 0.42494  
## Books 0.1000 -0.0319 -0.0402 0.1124 0.00106  
## Personal -0.0306 0.1363 -0.2860 -0.0979 -0.26934  
## PhD 0.8496 -0.1305 0.2490 0.4328 0.30504  
## Terminal 1.0000 -0.1601 0.2671 0.4388 0.28953  
## S.F.Ratio -0.1601 1.0000 -0.4029 -0.5838 -0.30671  
## perc.alumni 0.2671 -0.4029 1.0000 0.4177 0.49090  
## Expend 0.4388 -0.5838 0.4177 1.0000 0.39034  
## Grad.Rate 0.2895 -0.3067 0.4909 0.3903 1.00000

There are some interesting correlations within the data that might be worth looking further into. While it makes sense that schools that receive more applicants would accept more (0.9435), it is surprising that there is such a strong relationship between out of state and expenditures. Perhaps schools that are getting more out of state tuitions and thereby charging more out of state tuition end up making things more expensive because they feel the out of state student population that already pays high tuition can afford it. It is equally interesting to see areas where the correlations are not strong when one would expect them to be. For example, one would expect that people might be deterred from going to a university with a high room and board cost. However, not only is this not the case, but the correlation indicates that there is a slight positive correlation, though not one strong enough to necessarily require further analysis.

1. (5 pts) Extra #6

This problem uses the Shiny app at <https://keeganhines.shinyapps.io/bias_variance/> . Before working on this problem, load the app, read the explanation, play with the slider and the “Generate New Data” button, and answer the questions at the bottom of the page (“Check your understanding”) for yourself or discuss them with others.

Model complexity = degree of the polynomial that is being fitted.

Check your understanding: What the pros and cons of using functions of high and low complexity?

Functions of high complexity make the model more flexible and able to deal with potential non-linear patterns in the data. However, the risk is that we end up fitting the model perfectly to the sample or training dataset we are using while simultaneously making it less likely to fit another sample or training dataset we might draw from the same population. The benefit of low complexity therefore is that it will be more generalizable across different samples drawn from the same population.

Would an Order-1 model have high or low bias? High or low variance?

An order-1 model would have high bias but low variance.

Would an Order-15 model have high or low bias? High or low variance?

An order-15 model with have low bias but high variance.

1. Make 10 different simulations with model complexity = 1. Compute the average Residual SSE and find the approximate range of the highest order coefficient for these 10 simulations. This is a measure for the baseline variance for a low complexity model.

Residual SSE Calcs Simulation 1: 43.12 Simulation 2: 98.79 simulation 3: 123.02 Simulation 4: 136.62 Simulation 5: 83.12 simulation 6: 96.14 Simulation 7: 132.32 Simulation 8: 66.42 simulation 9: 120.58 Simulation 10: 115.82

1. Make 10 different simulations with model complexity = 10. Compute the average Residual SSE. Which coefficient has the largest range in this case? What is that range? This is a measure for the variance for a high complexity model.

Residual SSE Calcs and Range of Highest Order Coefficient Simulation 1: 27.23 Simulation 2: 10.57 simulation 3: 21.61 Simulation 4: 21.34 Simulation 5: 24.57 simulation 6: 36.87  
Simulation 7: 14.5 Simulation 8: 30.9 simulation 9: 3.68 Simulation 10: 10.33

The fifth order coefficient appears to has the largest range, with a minimum of -10000 and maximum of 8000, or a range of 18000

1. How do your results illustrate the bias - variance trade-off? The answer should be a short paragraph.

The results illustrate the bias-variance trade-off because although the residual SSE tends to be lower in the model with 10-order complexity, indicating lower bias, there is also a much higher range for coefficient values across the simulations, indicating a higher variance.

1. For which model complexity between 1 and 15 do you typically obtain a curve which is most similar and overall close to the unknown curve that is to be estimated? Try multiple simulation for several different model complexities, summarize what you see, and explain your answer. Pictures or numerical results are not required.

Model complexity =3 appears to opbtain the curve that is most similar to the unknown curve. Even as we generate new data, the blue curve continues to appear alongside the black curve with relative proximity.